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Abstract
Instruction-based speech processing is becoming popular. Stud-
ies show that training with multiple tasks boosts performance,
but collecting diverse, large-scale tasks and datasets is expen-
sive. Thus, it is highly desirable to design a fundamental
task that benefits other downstream tasks. This paper intro-
duces a multi-talker speaking style captioning task to enhance
the understanding of speaker and prosodic information. We
used large language models to generate descriptions for multi-
talker speech. Then, we trained our model with pre-training
on this captioning task followed by instruction tuning. Eval-
uation on Dynamic-SUPERB shows our model outperforming
the baseline pre-trained only on single-talker tasks, particu-
larly in speaker and emotion recognition. Additionally, tests
on a multi-talker QA task reveal that current models struggle
with attributes such as gender, pitch, and speaking rate. The
code and dataset are available at https://github.com/
cyhuang-tw/speechcaps.
Index Terms: speech captioning, speaking style, instruction
tuning, large language model

1. Introduction
The advancement of large language models (LLMs) in nat-
ural language processing (NLP) has significantly impacted
speech processing research [1–5], particularly in developing
instruction-based speech models [6–11]. Unlike conventional
task-specific models trained for fixed tasks, instruction-based
models use user prompts to perform various tasks, offering
greater flexibility. A key goal is to achieve emergent capabil-
ities for handling unseen tasks effectively, as done in NLP [12].
LTU-AS [6] enhances performance across audio and speech
tasks with open-ended question-answering data. SALMONN
[7] uses ASR and audio captioning, adopting activation tuning
to mitigate overfitting. Qwen-Audio [8] employs a multi-task
framework to enhance general audio understanding. WavLLM
[10] uses curriculum training, starting with elementary tasks
and progressing to more complex ones. DeSTA [11] learns
speech-text alignment by describing a talker’s speaking style
before instruction tuning. These models integrate speech fea-
tures into LLMs, which are responsible for understanding
speech and describing them with natural language.

Dynamic-SUPERB [13] provides a comprehensive set of
55 tasks designed to assess instruction-based speech models,
covering dimensions such as content, semantics, and speaker
characteristics. Surprisingly, existing models perform poorly in
speaker and emotion tasks, showing an insufficient understand-
ing of these aspects 1. This capability is crucial for tasks like

1https://github.com/dynamic-superb/dynamic-superb/
blob/main/docs/leaderboard.md

speaker verification and emotion recognition, which involve
processing multiple talkers or expressive speech, and is essen-
tial for developing advanced conversation-related applications.
While multi-task training can improve performance, gathering
sufficient data for all task types is often costly or infeasible. Al-
ternatively, we aim to investigate whether training models on
fundamental tasks can enable them to learn general knowledge
benefiting several downstream applications.

In this paper, we propose a novel task called multi-talker
speaking style captioning as a fundamental task to enhance
models’ general speech understanding capabilities. Speak-
ing style captioning uses natural language to describe how a
speaker talks, focusing on speaker-specific and prosodic infor-
mation rather than content. DeSTA [11] is the first model to
learn general speech knowledge by pre-training on speaking
style captioning tasks, but it only involves single-talker caption-
ing, limiting its potential. Our proposed task aims to describe
each speaker’s style, including overlapping talkers, making it
more challenging. Consequently, we created SPEECHCAPS,
the first multi-talker speaking style captioning dataset, synthet-
ically generated from PromptSpeech [14]. Then, we developed
DeSTA+ using a two-stage pre-training approach that extends
from single-talker to multi-talker captioning with SPEECH-
CAPS, enhancing its understanding of speaker and prosodic
information. Evaluation results on Dynamic-SUPERB show
that DeSTA+ significantly improves performance in speaker
and emotion tasks, achieves state-of-the-art results, and demon-
strates competitive performance in content and semantic tasks
compared to DeSTA, highlighting the effectiveness of the pro-
posed task as a pre-training approach. Besides, we created a test
set in SPEECHCAPS to directly assess models’ capabilities in
capturing the speaking styles of different talkers. The poor per-
formance of baseline models on this test set reflects their weak-
nesses in speaker and emotion tasks on Dynamic-SUPERB.

2. Pre-Training Task Generation
2.1. Dataset: PromptSpeech

SPEECHCAPS utilizes data from PromptSpeech, which fea-
tures a variety of expressive utterances from different speakers,
specifically designed for training and evaluating PromptTTS,
an expressive text-to-speech (TTS) model. Although the audio
files are not publicly available, PromptSpeech provides compre-
hensive metadata, including transcriptions, biological gender,
speaker identity, pitch, speaking rate, energy (loudness), and
style prompts. To generate audio, we used a commercial TTS
API2, which is also used in the official version, to synthesize

2https://azure.microsoft.com/en-us/products/
ai-services/text-to-speech/#overview



Table 1: An example of metadata along with its corresponding description and question-answer pairs generated by GPT-4o. Descrip-
tions are generated only for the training set, and question-answer pairs are generated only for the testing set.

(a) Metadata

Speaker 1: { gender: female, emotion: sad, pitch: low, speed: slow, energy: low, start: 0.0, end: 3.744 }
Speaker 2: { gender: female, emotion: shouting, pitch: high, speed: medium, energy: medium, start: 1.176, end: 5.106 }
Speaker 3: { gender: male, emotion: cheerful, pitch: medium, speed: fast, energy: high, start: 5.562, end: 9.546 }

(b) Description (Only in training)

The audio starts with a female speaker expressing sadness, her voice low and slow, conveying sorrow. Overlapping slightly, another
female voice interjects, shouting with a high pitch and medium speed, her tone filled with intensity. Following this, a male speaker
chimes in, his cheerful and medium-pitched voice moving quickly with high energy, bringing a lively and upbeat atmosphere.

(c) Question-Answer Pairs (Only in testing)

Q: Among the 3 speakers in the audio, what is the emotion of the speaker who is first in the sequence? A: sad
Q: In this audio, there are 3 speakers. Who, according to their speaking order, speaks at the highest speed? A: 3 (the third)

utterances based on the official metadata. This process resulted
in approximately 50k utterances for the training set, each spo-
ken by a single talker. We then constructed SPEECHCAPS from
PromptSpeech as described in subsequent sections.

2.2. multi-talker audio generation

For each audio clip, we randomly determined the number of
speakers (2 or 3) and sampled one utterance per speaker. We
considered two scenarios for concatenation. The first scenario
involves inserting silence between utterances, with the duration
of silence uniformly sampled from the range [0, 1] seconds.
The second scenario involves overlapping utterances, where the
overlap duration is uniformly sampled from the range [0.8, 2.4]
seconds. In the overlapping scenario, we simulate a natural con-
versation where different speakers talk simultaneously. Finally,
we generated 30k audio clips for training data. The data, includ-
ing prosodic attributes, starting times, and ending times, were
recorded and used to generate text descriptions (Sec. 2.3).

2.3. Description generation

Utilizing language models to generate data and evaluate model
output has become a widespread practice in NLP research
[15,16]. However, to the best of our knowledge, no large speech
models currently exist that can generate high-quality descrip-
tions of audio. As an alternative, we used the metadata col-
lected in Sec. 2.2, formatted it with a crafted prompt, and asked
GPT-4o [17] and Claude3 [18] to generate a text description for
each audio, producing 20k descriptions with GPT-4o and 10k
with Claude3. Table 1 presents an example of the metadata and
its corresponding description. The description fluently captures
each speaker’s emotion, pitch, energy, and speaking rate, effec-
tively illustrating their characteristics.

2.4. Training Overview

The training framework of DeSTA+ consists of two pre-training
stages and one instruction-tuning stage. In the first stage, single-
talker speaking style captioning, DeSTA+ learns the basics of
speaker and prosodic information. The second stage, multi-
talker speaking style captioning, enhances DeSTA+’s ability to
identify different talkers and prosodic variations in mixed au-
dios (Sec. 2.2). Finally, in the instruction-tuning stage, we use a
dataset with various speech tasks and task-specific instructions
to develop DeSTA+’s instruction-following capabilities.

3. Evaluation
3.1. Dynamic-SUPERB

Dynamic-SUPERB offers a variety of speech tasks that necessi-
tate an understanding of diverse speech information, requiring
models to leverage their capabilities for various applications,
such as speaker verification. Specifically, Dynamic-SUPERB
includes 55 tasks, and each task consists of text instructions,
speech, and labels. A model receives both the text instructions
and speech as input and then performs the task based on the in-
structions. Based on the specific speech information involved,
these tasks are categorized into six dimensions: (1) content, (2)
degradation, (3) paralinguistics, (4) semantics, (5) speaker, and
(6) audio. In this paper, we exclude the audio dimension since
we focus on enhancing models’ understanding of speaker and
prosodic information rather than audio understanding.

3.2. SPEECHCAPS testing set

While Dynamic-SUPERB includes a wide range of tasks, it
lacks those that directly assess specific prosodic attributes. To
address this, we created the SPEECHCAPS test set to evalu-
ate models’ understanding of prosodic information. We built
the SPEECHCAPS test set from the PromptSpeech test set. Al-
though PromptSpeech provides useful metadata for TTS devel-
opment, it is not ideal for speech captioning tasks. Figure 1
shows the speaking rate distribution for utterances of a specific
speaker in PromptSpeech, with colors indicating the original la-
bels. We observe overlaps in the distributions of speaking rate
levels labeled as low, medium, and high, which can cause am-
biguity and complicate evaluation. Thus, constructing a unified
pipeline to relabel the test data is essential.

To relabel the PromptSpeech test set, we used Data-Speech
[19] and SoX [20] to calculate speaking rate (phonemes per sec-
ond), pitch, and energy. These distributions are continuous, and
we can define two thresholds to divide each attribute into three
categories. However, this also introduces ambiguity for utter-
ances near the thresholds, leading to inconsistent descriptions
by different models and complicating evaluation.

To address this, we implemented a filtering process. For
each attribute, we selected data in the lowest 15%, middle 15%,
and highest 15%, labeling them as low, medium, and high, re-
spectively. This filtering was applied to all three attributes:
pitch, speaking rate, and energy. We retained only the utter-
ances falling into these regions across all attributes. Besides, for



D
en
si
ty

fast 
slow 
normal

    
0 5 10 15 20 25 30 35

0.00

0.05

0.10

0.15

0.20

0.25

      Speaking rate (phoneme/second)

Figure 1: Speaking rate distribution of utterances from a spe-
cific speaker (Jenny) in PromptSpeech.

pitch, we split utterances by biological gender due to significant
differences in pitch distributions between males and females.
After filtering, we got 501 utterances for the test set.

Evaluating speaking style captioning during testing is chal-
lenging because a model’s output may not include descriptions
for all speakers or attributes, and descriptions may be incon-
sistent across different models. To reduce ambiguity, we intro-
duced question-answer (QA) pairs as a simplified form to fa-
cilitate evaluation. We devised questions prompting models to
identify speakers based on specific attributes. Table 1c shows
an example of question-answering for speaking style caption-
ing. In the question, we ask models to identify the speaker with
a particular attribute based on their order or to directly inquire
about a specific speaker’s emotion. For pitch-related questions,
we specify the speaker’s biological gender to mitigate the influ-
ence of varying pitch distributions across genders. Using this
approach, we generated 3821 QA pairs for testing.

3.3. Evaluation metrics

For each question in the test sets, a model can generate one of
three responses: (1) an irrelevant answer, (2) a question-related
but incorrect answer, or (3) a correct answer. The model’s abil-
ity to follow instructions determines whether it produces irrele-
vant content (case 1) or a question-relevant answer (cases 2 and
3). Using the first QA pair in Table 1c as an example, if a model
outputs “the first speaker,” it is irrelevant (case 1) because the
question asks for emotion, not the speaker’s order. If the re-
sponse is “happy,” it is question-relevant but incorrect (case 2).
While both cases (1) and (2) are incorrect, identifying the rea-
son is crucial. Therefore, we define the instruction-following
rate as the proportion of cases (2) and (3) in the model out-
puts. Using LLMs for evaluation has been widely adopted in
NLP [21–23]. Here, we use GPT-4o, providing it with a prompt
that includes the question and the model-generated response.
GPT-4o evaluates whether the output is related to the question.

By calculating the instruction-following rate, we can elim-
inate irrelevant outputs and focus on evaluating relevant ones.
Exact Match and F1 scores are common metrics in QA but fail
to assess semantically similar answers accurately. Thus, we use
GPT-4o to check if a model output aligns with the ground truth.
We design a prompt that includes the question, its ground truth
label, and the model output, and GPT-4o then assesses align-
ment. We define two types of accuracy: overall accuracy, the
percentage of aligned answers in the entire dataset, and condi-
tional accuracy, the percentage of aligned answers among all
relevant answers (cases 2 and 3). In the following sections, ac-
curacy refers to overall accuracy unless specified otherwise.

Table 2: Comparison of overall accuracy for various models on
the Dynamic-SUPERB dataset, evaluated using GPT-4o.

Model

Dimension LTU-AS SALMONN Qwen-Audio DeSTA DeSTA+

(a) Content 0.445 0.521 0.622 0.913 0.877
(b) Degradation 0.366 0.283 0.320 0.619 0.673
(c) Paralinguistics 0.250 0.294 0.268 0.513 0.476
(d) Semantics 0.362 0.509 0.480 0.743 0.729
(e) Speaker 0.407 0.332 0.422 0.540 0.671

4. Experimental Settings
4.1. Models

We utilized four instruction-based speech models: LTU-AS,
SALMONN, Qwen-Audio, and DeSTA. Each model is pri-
marily constructed with a speech encoder and an LLM and
trained with parameter-efficient fine-tuning techniques [24,25].
The speech features serve as soft prompts that provide various
speech information for the LLMs. LTU-AS and DeSTA extract
speech representations and transcriptions from Whisper [26],
which are subsequently integrated into LLaMA [27,28] for fur-
ther reasoning. SALMONN adopts a window-level Q-Former
[29] to generate soft embeddings that fuse speech and audio rep-
resentations from Whisper and BEATs [30]. Qwen-Audio intro-
duces several speech-task-specific tags to encourage knowledge
sharing and minimize interference among different tasks. Based
on the size of the LLM, SALMONN is categorized into 7B and
13B versions, and we used the 7B version in the experiments.

4.2. Implementation details

For LTU-AS, SALMONN, Qwen-Audio, and DeSTA, we used
the official pre-trained models. To train DeSTA+, we first ap-
plied PromptSpeech for single-talker speaking style caption-
ing, followed by SPEECHCAPS for multi-talker speaking style
captioning, and used the Dynamic-SUPERB training set for
instruction tuning. The only difference between DeSTA and
DeSTA+ is the multi-talker speaking style captioning in pre-
training. In the multi-talker speaking style captioning stage, we
set the learning rate to 1e-4, used a batch size of 12, and trained
the model for 5 epochs. All other hyperparameters matched the
official DeSTA implementation.

5. Results
5.1. Dynamic-SUPERB results

We evaluated the proposed pre-training approach’s enhance-
ment of model capabilities across a broader range of tasks be-
yond speech captioning. Table 2 presents the overall accu-
racy of the models on Dynamic-SUPERB, using GPT-4o for se-
mantic alignment between model outputs and the ground truth.
Due to space constraints, we do not detail all tasks individ-
ually. Instead, we categorized accuracy results into the fol-
lowing task categories: (a) content, (b) degradation, (c) par-
alinguistics, (d) semantics, and (e) speaker. It is important to
note that direct comparisons across different dimensions are not
feasible due to varying task settings and difficulties. Alterna-
tively, we compare the performance of different models within
the same dimension. We begin with performance comparisons
among LTU-AS, SALMONN, and Qwen-Audio, then shift to
DeSTA and DeSTA+. This is because the DeSTA models used



an instruction-tuning dataset closely aligned with Dynamic-
SUPERB, which could bias comparisons.

From Table 2, we see that among LTU-AS, SALMONN,
and Qwen-Audio, no single model dominated all dimensions,
and each had distinct strengths. Qwen-Audio excelled in
content tasks, outperforming LTU-AS and SALMONN, and
showed moderate performance in other dimensions except par-
alinguistics. LTU-AS, while lagging in content and seman-
tic tasks, was competitive in degradation and speaker tasks.
SALMONN showed superior performance in paralinguistics
and semantics but struggled with degradation tasks. The DeSTA
models demonstrated superior performance across all dimen-
sions compared to the above three models, likely due to their
instruction-tuning dataset being closely aligned with Dynamic-
SUPERB. Notably, DeSTA+ significantly outperformed in the
speaker dimension, indicating an enhanced understanding of
speaker information with the proposed approach. Surprisingly,
DeSTA+ also showed improved accuracy in degradation tasks,
suggesting that learning from more complex audio scenarios
can boost performance across various aspects. For other dimen-
sions, DeSTA+ performed similarly to DeSTA, indicating that
the proposed approach did not degrade performance.

To examine the models’ understanding of speaker and
prosodic information, we show the performance of speaker ver-
ification and emotion recognition in Table 3. In speaker ver-
ification (Table 3a), LTU-AS and SALMONN achieved high
instruction-following rates (over 85%) but their accuracies were
close to random guesses (50%). Qwen-Audio had a lower
instruction-following rate (50%), impacting its overall accuracy
on the task. For emotion recognition (Table 3b), Qwen-Audio
had higher instruction-following rates and accuracy than LTU-
AS and SALMONN, but its accuracy was still quite low (around
34%). Conversely, though LTU-AS maintained a following rate
of around 60%, its accuracy dropped significantly. These re-
sults show that LTU-AS, SALMONN, and Qwen-Audio have
poor capabilities in understanding speakers and emotions.

DeSTA and DeSTA+ achieved much higher instruction-
following rates than the other models. In speaker verification,
DeSTA+ outperformed DeSTA by around 10% accuracy, show-
ing its enhanced ability to distinguish different speakers. A
similar trend was observed in emotion recognition. DeSTA+
achieved the highest accuracy, demonstrating the effectiveness
of the proposed approach. Although the use of instruction-
tuning datasets brought some bias, DeSTA+’s superior perfor-
mance over DeSTA justifies the effectiveness of the proposed
approach, as no new utterances were introduced in training, and
we only combined them to create more complex data.

5.2. SPEECHCAPS results

In addition to Dynamic-SUPERB, we tested models on the
SPEECHCAPS test set to assess their understanding of prosodic
information more directly. Table 4 shows the performance of
each model. There were significant differences in instruction-
following rates (row (a)). Qwen-Audio achieved the highest
following rate (about 80%), while LTU-AS lagged significantly
behind. SALMONN and DeSTA had similar rates around 50%,
with DeSTA slightly higher. Different instruction-following
rates directly impacted performance on the test set. For accu-
rate output, a model must correctly understand the instruction,
and a low instruction-following rate leads to lower accuracy.
In row (b), all models showed poor overall accuracy, with
Qwen-Audio achieving the highest at about 20%, and others
lagging significantly. This low performance could result from

Table 3: Performance comparison of models on speaker verifi-
cation and emotion recognition tasks in Dynamic-SUPERB.

(a) speaker verification

Model

Metric LTU-AS SALMONN Qwen-Audio DeSTA DeSTA+

(a) IF Rate 0.865 0.930 0.509 0.950 0.943
(b) Overall Acc. 0.434 0.465 0.212 0.580 0.645
(c) Cond. Acc. 0.501 0.500 0.418 0.611 0.684

(b) emotion recognition

Model

Metric LTU-AS SALMONN Qwen-Audio DeSTA DeSTA+

(a) IF Rate 0.593 0.670 0.852 0.905 0.938
(b) Overall Acc. 0.055 0.200 0.341 0.598 0.658
(c) Cond. Acc. 0.094 0.299 0.400 0.660 0.701

IF: instruction-following, Cond.: conditional.

Table 4: Evaluation of instruction-following rate and accuracy
across various models on SPEECHCAPS test set using GPT-4o.

Model

Metric LTU-AS SALMONN Qwen-Audio DeSTA DeSTA+

(a) IF Rate 0.379 0.519 0.783 0.607 0.483
(b) Overall Acc. 0.066 0.101 0.191 0.159 0.127
(c) Cond. Acc. 0.174 0.194 0.268 0.315 0.330

poor instruction-following or a lack of understanding of speaker
and prosodic information. To this end, we introduced condi-
tioned accuracy in row (c), evaluating only instances where
instructions were followed correctly. Higher conditioned ac-
curacy means a better understanding of speaker and prosodic
information. Although Qwen-Audio had the highest overall
accuracy, DeSTA outperformed it in conditioned accuracy by
about 5%. This suggests DeSTA better understands speaker and
prosodic information, likely because it uses the speech caption-
ing task for pre-training. However, DeSTA’s lower instruction-
following rate led to its lower overall accuracy.

Last, DeSTA+ had a dropped instruction-following rate
than DeSTA but outperformed in conditioned accuracy, and
both surpassed the other three models. This indicates that train-
ing with multi-talker data enhanced DeSTA+’s ability to capture
speaker and prosodic information, though the different forms of
captioning tasks (description in training and QA in testing) im-
pacted its instruction-following capability.

6. Conclusions
Instruction-based speech models are gaining popularity across
various applications, yet enhancing their fundamental capabil-
ities to benefit several downstream tasks remains unexplored.
This paper introduces a novel task, multi-talker speaking style
captioning, as a pre-training approach to enhance model ca-
pabilities. Evaluation on Dynamic-SUPERB shows that this
approach significantly improves understanding of speaker and
prosodic information, achieving state-of-the-art performance.
Besides, we built a question-answering dataset for prosodic at-
tributes, revealing that the four baseline models cannot capture
prosodic information among different talkers.
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