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Abstract
Incorporating cross-speaker style transfer in text-to-speech

(TTS) models is challenging due to the need to disentangle
speaker and style information in audio. In low-resource expres-
sive data scenarios, voice conversion (VC) can generate expres-
sive speech for target speakers, which can then be used to train
the TTS model. However, the quality and style transfer ability
of the VC model are crucial for the overall TTS model qual-
ity. In this work, we explore the use of synthetic data generated
by a VC model to assist the TTS model in cross-speaker style
transfer tasks. Additionally, we employ pre-training of the style
encoder using timbre perturbation and prototypical angular loss
to mitigate speaker leakage. Our results show that using VC
synthetic data can improve the naturalness and speaker similar-
ity of TTS in cross-speaker scenarios. Furthermore, we extend
this approach to a cross-language scenario, enhancing accent
transfer.
Index Terms: text-to-speech, cross-speaker style transfer, ex-
pressive speech synthesis, synthetic data, representation learn-
ing

1. Introduction
Generating expressive speech in text-to-speech (TTS) models
usually relies on recording and using data with specific expres-
sive styles. However, recording for all desired speakers is not
feasible in many cases. Recent studies aim to mitigate this
problem through style transfer between speakers (cross-speaker
style transfer), where the speaking style of a reference speaker
is transferred to a target speaker with only neutral recordings.

In [1], the Reference Encoder (RE) is proposed as a module
that generates a style representation extracted from a reference
audio and is incorporated into the TTS model, enabling prosody
transfer from a reference speaker to a target speaker. When
dealing with datasets labeled with styles, approaches such as
[2] and [3] use these style representations to generate a latent
space of representations, thereby controlling and transferring
speech styles to neutral speakers in a cross-speaker approach.
While the first one uses the centroids of each emotion to per-
form cross-speaker style transfer, the second employs Principal
Component Analysis (PCA) to achieve the same.

These approaches, based on style representations generated
by a module coupled with the TTS model, known as style en-
coder, rely on generating this latent representation from a refer-
ence mel-spectrogram, usually the TTS target mel-spectrogram
during training. These modules aim to create a bottleneck capa-
ble of capturing prosodic information from the reference while
ignoring content or speaker-specific information. In practice,
this approach tends to leak speaker information into these rep-
resentations (speaker leakage), causing the synthetic speech’s

timbre to match that of the conditioning representation during
inference [1, 4]. Moreover, degraded performance is observed
when the trained TTS tries to transfer a specific style to a new
speaker [5].

Recent approaches aim to propose style encoders capable
of generating disentangled representations, thereby avoiding
speaker leakage. In [6] and [7] , the use of a gradient rever-
sal layer (GRL) [8] is proposed to remove speaker information
from style encoder. However, these methods still suffer from
source speaker leakage and low perceived naturalness in cross-
speaker scenarios [9].

In Nansy [10], formant shifting is used to remove speaker
information from one of the model’s modules. By perturbing
the speaker information (timbre perturbation) of this module,
it was able to model aspects unrelated to the speaker’s timbre.
This approach was utilized by [11] to disentangle speaker infor-
mation and emotion, thereby transferring the style of the source
speaker while maintaining the target speaker’s timbre. In [12],
timbre perturbation was also employed, successfully transfer-
ring not only emotions but also accents, proposing a model ca-
pable of performing cross-speaker style and accent transfer.

In scenarios where a large amount of expressive data is not
easily available, it may affect the model’s ability to perform
style transfer. The use of synthetic data to incorporate cross-
speaker style transfer in low-resource scenarios was proposed
in [13], where a voice conversion (VC) model trained on neu-
tral target speakers is used to convert source expressive speech
(newscaster and conversational). The TTS is then fine-tuned
with the expressive synthetic target speaker data. [14] also ap-
plies a similar methodology to transfer a conversational style to
neutral speakers. In [15], voice conversion is used to generate
synthetic cross-language data, as VC can effectively retain con-
tent information, thereby training a multilingual TTS system.
Although several approaches use synthetic data in TTS training,
the quality of the VC model is extremely important, especially
in low-resource and highly expressive data [16].

In this work, we explore the use of synthetic data generated
by an F0-conditioned VITS-based [17] voice conversion model
to create expressive data for neutral speakers’ voices. We con-
ducted experiments using synthetic data combined with origi-
nal data to achieve cross-speaker style transfer in a TTS model
based on FastPitch [18], augmented with a RE-based style en-
coder. To obtain meaningful style representations from the style
encoder and avoid speaker leakage, we pre-trained it separately
using both timbre perturbation and metric learning. Our ob-
servations indicate that synthetic data can enhance both natural-
ness and speaker similarity in cross-speaker TTS models. Addi-
tionally, by conditioning on original style representations, it is
possible to maintain naturalness improvement while perform-
ing style transfer, even for styles that the VC model could not



Figure 1: Two stages TTS training pipeline. Style encoder is
pre-trained in stage 1 and remains frozen during TTS training at
stage 2. The speaker look-up table encodes speaker information
in FastPitch for multi-speaker extension.

transfer well. Furthermore, we demonstrate that this approach
is effective for accent transfer in cross-language tasks. Audio
samples are provided in demo page1.

2. Method
We explore the use of synthetic data to aid in cross-speaker style
transfer in a TTS model with a style encoder. Initially, we train a
voice conversion model on neutral data and convert the expres-
sive speech of the source speaker to all target speakers. Next,
we use a two-stage approach for training the TTS model (Fig-
ure 1). In the first stage, we pre-train the style encoder, and in
the second stage, we train the TTS using the pre-trained, frozen
style encoder. In all stages, the original data is used with or
without the addition of synthetic data. To explore the use of
synthetic data, we conduct three experiments:
• Synth none: Only ground truth data is used;
• Synth TTS: Augmenting with synthetic data only in TTS

training (stage 2);
• Synth both: Augmenting with synthetic data in both style

encoder and TTS (stages 1 and 2).

2.1. Synthetic data

To generate synthetic data, we employed the open-source SO-
VITS-SVC2 F0-conditioned voice conversion model. This
model integrates four distinct audio encoders, each extracting
different meaningful representations. A pre-trained timbre en-
coder extracts speaker embeddings, a Whisper [19] encoder ex-
tracts content information, a soft HuBERT [20] model extracts
prosody representation, and a CREPE [21] model extracts the
F0. These representations are processed by a flow-based de-
coder and an adversarial training process based on VITS [17].
The model is also trained with a speaker classifier using a gradi-
ent reversal layer to achieve speaker disentanglement. We used
the publicly available pre-trained checkpoint to fine-tune on our
datasets. To ensure consistent conversions in cross-speaker sce-

1Audio samples available at: http://bit.ly/3VCzFdd
2SO-VITS-SVC available at github.com/PlayVoice/

whisper-vits-svc

narios, we also extracted the F0 statistics for each speaker in
the dataset, and at inference time, we performed semitonal cor-
rection on the source expressive speech F0 to match the target
speaker’s F0.

2.2. Stage 1: Style Encoder

For the style encoder, we used the Reference Encoder (RE) [1]
with several modifications to prevent information leakage.
First, it was pre-trained separately to avoid modeling timbre in-
formation during TTS training. Additionally, to generate rep-
resentations with distinct clusters for each style, we trained the
Reference Encoder using the Prototypical Angular Loss [22].

We also perturbed the input mel-spectrogram of the Ref-
erence Encoder using two approaches. The first approach ran-
domly selects slices of frames from the mel-spectrogram, en-
suring that different segments of speech with the same style are
used in each iteration. The second approach applies the timbre
perturbation proposed by [10], which involves randomly apply-
ing formant shifting to the input audio and then passing the per-
turbed mel-spectrogram to the Reference Encoder.

2.3. Stage 2: TTS

For the TTS model, we based our approach on the FastPitch [18]
architecture, which is a non-autoregressive model conditioned
on F0. We also included speech energy modeling and normal-
ized both energy and F0 to the statistics of each speaker in the
dataset to reduce the amount of speaker-specific information
carried by these features. During training, FastPitch is condi-
tioned on the representations generated by the pre-trained Ref-
erence Encoder with its layers frozen. During inference, the
ground truth centroid representation of each style is used to per-
form cross-speaker style transfer.

To achieve faster convergence, we trained all TTS models
from a pre-trained FastPitch model trained on six neutral Brazil-
ian Portuguese speakers from an 30h internal dataset. Finally,
we used the Parallel WaveGAN [23] vocoder to convert the mel-
spectrogram into waveform.

3. Experiments
We performed the experiments on an internal Brazilian Por-
tuguese dataset. The dataset consists of three speakers, coded
as PTBR 1 (female), PTBR 2 (male), and PTBR 3 (female), as
shown in Table 1. Speaker PTBR 1 has three highly expressive
styles of speech in addition to neutral: lively, welcoming, and
harsh. Speakers PTBR 2 and 3 only have neutral recordings.

We used 90% of the data for training, 10% for validation,
and manually selected 20 style-paired samples from PTBR 1
and 20 random samples for each remaining speaker for evalua-
tion.

Table 1: Training dataset detailed overview.

Speaker ID Style (pt-br) Style (en) #Files #Hours

PTBR 1

Neutro Neutral 3574 3.97
Animado Lively 1307 1.66
Acolhedor Welcoming 1308 1.69

Rispido Harsh 1256 1.60
PTBR 2 Neutro Neutral 4725 4.62
PTBR 3 Neutro Neutral 6759 7.29

18929 20.83



Additionally, to evaluate this approach for cross-language
in a one-speaker-one-language scenario (only one speaker for
each foreign language), we conducted experiments aimed at
transferring native English and Spanish accents to Brazilian
Portuguese speakers. We used the LJspeech dataset for English
references and the Blizzard2021 dataset for Spanish references.
We used 80% of each dataset for training, 10% for validation,
and manually extracted 20 out-of-distribution sentences from
each language for testing.

3.1. Training setup

All experiments were conducted on a single T4 GPU (16GB)
using the same training and validation partitions. The voice
conversion model was trained for 100k steps starting from a
publicly available checkpoint with a batch size of 8 with 2 steps
of gradient accumulation and AdamW with learning rate (LR)
of 5e-5. The style encoder was trained from scratch for 60k
steps, with spectrogram segments of 1.6s, a formant shifting
factor of 1.4, a batch of 10 examples for each of the 4 styles in
the dataset, resulting in a total batch size of 40 and RAdam with
LR 1e-4. The TTS models were trained from a pre-trained neu-
tral model for 250k steps with a batch size of 16 and Adam with
LR 1e-4. The Parallel WaveGAN vocoder was trained in a 30h
internal dataset (PTBR speakers included) for 600k steps from
scratch using the recipe from Parallel WaveGAN repository3.

3.2. Evaluation

We evaluated the model through subjective assessments of nat-
uralness, style intensity, and speaker similarity. A total of 21
native Brazilian participants conducted the tests. For natural-
ness, we used a Mean Opinion Score (MOS) evaluation ranging
from 1 to 5, where 1 represented completely artificial audio and
5 represented completely natural audio. Each participant eval-
uated 5 sentences generated by each of the models. The sen-
tences were generated for each voice and style in the dataset,
totaling 12 stimuli per sentence for each model.

To assess the intensity of emotion, an example page with
samples of each style was presented to describe each style in
the dataset. The evaluation used a MOS scale where 1 was given
to audio completely different from the target style, and higher
scores represented increasing intensities of the audio exhibiting
that style, with 5 being the highest intensity. For each expressive
style in the dataset, 3 sentences were evaluated in each of the
3 voices by each model, totaling 9 stimuli per model for each
style.

Finally, for speaker similarity, 4 sentences for each speaker
were evaluated with stimuli generated by each of the explored
models. On each evaluation page, a ground truth reference of
the target voice was provided, and the participants rated how
similar each stimulus was to the reference voice, with 1 mean-
ing it did not resemble the reference at all and 5 meaning it was
the same person speaking.

For the cross-language experiment, we assessed the results
through objective metrics. We used UTMOS [24] to estimate
the naturalness of synthetic speech, character error rate (CER)
for intelligibility evaluation using Whisper large, and a Re-
semblyzer4-based speaker embedding cosine similarity (SECS)
metric to assess speaker similarity, similar to used in [25].

3PW-GAN available at: https://github.com/
kan-bayashi/ParallelWaveGAN

4Resemblyzer available at: https://github.com/
resemble-ai/Resemblyzer

4. Results
We report the overall naturalness MOS results in Table 2. The
results indicate that synthetic data generated by voice conver-
sion (VC) exhibit higher naturalness than those from cross-
speaker style transfer experiments. Consequently, both the
Synth TTS and Synth both experiments, which incorporate syn-
thetic data during training, show increased naturalness com-
pared to Synth None, with Synth both demonstrating the highest
improvement.

Table 2: Naturalness MOS with 95% confidence intervals.

Model MOS

GT 4.11± 0.13
Synth none 2.53± 0.13
Synth TTS 2.79± 0.13
Synth both 3.06± 0.14

VC 3.78± 0.20

However, we note that for style intensity, the Synth none
configuration performed better in two out of three expressive
styles in the dataset, despite having lower naturalness in each
case (Table 3).

Although VC can achieve higher overall naturalness for all
styles, it drops in terms of style intensity for specific styles.
Specifically, in the harsh style, Synth None exhibits higher style
intensity than VC, even though it performs lower in terms of
naturalness in this style. Synth both consistently maintains a
mid-level of higher style intensity and higher naturalness. In
cases where VC’s style intensity is higher (e.g., welcoming),
Synth both achieves higher style intensity than the other config-
urations. Moreover, even in the harsh style, where VC performs
poorly, Synth both can still retain some style intensity from the
original data.

Regarding speaker similarity (Table 4), we observe that
Synth TTS mostly preserves the similarity of timbre in cross-
speaker scenarios, with Synth both following closely. However,
Synth none performs worse in this aspect.

Although using only original expressive data appears to
yield higher style intensity perception in synthetic speech, it
results in lower naturalness and speaker similarity. Employ-
ing synthetic data generated by a Voice Conversion (VC) model
improved both naturalness and speaker similarity. However,
the effectiveness of style transfer in TTS for highly expressive
styles is sensitive to the quality of the VC for each style. Also,
training stage 1 with both synthetic and ground truth data gen-
erates a more meaningful representations as shown in Figure 2.

When synthetic data is not used in style encoder training,
the expressive synthetic data share the same representation as
the original neutral data. While this does not affect the over-
all cross-speaker style transfer in experiments, since the ground
truth centroids are used for inference, it prevents the TTS model
from leveraging the style information of the synthetic samples.

Analyzing the effect of using synthetic data in a more
content-dependent cross-speaker transfer, we performed the
same experiments to transfer accents for our three PTBR speak-
ers to two languages: English and Spanish. We report the ob-
jective metrics in Table 5.

We observed that in this case, Synth both performed bet-
ter than the other methods. Specifically, not using synthetic
data appears to suffer from both content and speaker leak-
age. Adding synthetic data only in TTS seems to improve



Table 3: Style Intensity (SI-MOS) and Naturalness (N-MOS) Mean Opinion Scores with 95% confidence intervals.

Lively Harsh Wellcoming
Model SI-MOS N-MOS SI-MOS N-MOS SI-MOS N-MOS

GT 4.49± 0.14 4.28± 0.38 4.52± 0.14 4.85± 0.21 4.01± 0.26 4.28± 0.29
Synth none 2.67± 0.26 1.74± 0.24 2.71± 0.14 2.20± 0.22 2.63± 0.17 2.33± 0.27
Synth TTS 2.65± 0.15 2.55± 0.16 2.17± 0.15 2.11± 0.19 2.99± 0.14 2.55± 0.27
Synth both 2.24± 0.14 2.90± 0.31 2.25± 0.15 2.28± 0.20 3.06± 0.17 3.44± 0.28

VC 3.04± 0.16 3.66± 0.26 1.93± 0.29 3.66± 0.38 3.61± 0.19 3.95± 0.54

Figure 2: Style representations projected using UMAP [26] when training with and without synthetic data in Stage 1 (“x” markers are
synthetic expressive data).

Table 4: Speaker Similarity MOS 95% confidence intervals.

Model Similarity

Synth none 2.44± 0.20
Synth TTS 2.93± 0.20
Synth both 2.72± 0.19

Table 5: Cross-language objective metrics.

Model UTMOS ↑ CER (%) ↓ SECS ↑

GT 4.03 - -
Synth none 2.93 12.73 0.56
Synth TTS 3.04 10.42 0.59
Synth both 3.32 10.19 0.79

overall naturalness and intelligibility, but it still suffers from
speaker leakage. Finally, by combining synthetic speech in both
style encoder pre-training and TTS, it is possible to disentangle
speaker information from accent representations, allowing the
model to transfer the accent in a cross-speaker scenario, even
when each language is dependent on a specific speaker.

5. Conclusion and future work
Cross-speaker style transfer in low resource expressive data
scenarios is still hard due to quality degradation or informa-
tion leakage. Results shows that synthetic data can be used
to improve both naturalness and speaker similarity in style

transfer scenario. Although style intensity is very sensitive
to the quality of the style transfer capacity of voice conver-
sion model, using it as partial representations together with
ground truth style data can balance style and naturalness of
synthetic speech. This approach seems effective for cross-
language accent-transfer even in scenario where we have only
one speaker for each foreign language, improving naturalness,
intelligibility and speaker similarity. In future work, we intend
to explore the usage of cross-language expressive datasets to
improve languages with low resource expressive data through
cross-language cross-speaker synthetic augmentation.
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